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Abstract

The subject of the study is the prediction of traffic intensity and pavement condition at a linear road section. The paper
addresses a model of a neural network used to assess the usability of a road section and its transport and operational
performance. The object of the study is a section of the M-1 Belarus road, 86" km, for the period from 2014 to 2023. The
purpose of the study was to describe possible future scenarios of the road condition based on predicted traffic intensity
and road quality condition metrics as part of the assessment of its usability with account for the International Roughness
Index (IRI). In the course of the study, the following methods were used: Data Science (analysis of data collected from
mobile laboratories) and machine learning algorithms (linear regression, gradient boosting, random forest, and neural
networks based on long short-term memory (LSTM)). The output is a trained neural network capable of predicting the
traffic intensity on the 86™ km of the M-1 Belarus road. These methods reveal hidden patterns in the data and provide high-
accuracy predictions. Results: The implementation of the deep learning model using the assessment of the condition of
a linear road section will make it possible to address the main issues of road maintenance — to optimize time and reduce
expenditures when planning and introducing measures at the stage of operation of transport infrastructure facilities, to take
into account possible risks of road condition quality loss during re-pavement and design of new elements.
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Introduction

Road transport plays a paramount role in the
transport infrastructure of the country. To ensure its
development, the characteristics of roads must meet
the traffic conditions since roads are subject to wear
and tear as well as pavement deterioration due to
heavy use and exposure to natural factors.

Nowadays, the role of digital technologies in
business process management in almost all branches
of technological industries has increased significantly.
In this context, the road sector deserves special
mention, where the growth rates of construction and
reconstruction oflinearroad sections are quite high. For
instance, the updated five-year road construction plan
for 20242028 calls for 380 projects (see Resolution
No. 3907-r dated 25.12.2023, http://government.
ru/docs/50593/). These processes provide for an
increase in the level of road maintenance, based on the
diagnostics of linear road sections (Federal Law No.
257-FZ dated 08.11.2007 (amended on 04.08.2023)
“On Motor Roads and Road Activities in the Russian
Federation and Amendment of Certain Legislative
Acts of the Russian Federation” (as amended and
supplemented, effective from 01.03.2024), see https://
legalacts.ru/doc/federalnyi-zakon-0t-08112007-n-
257-fz-ob/, Article 14, Chapter 3).

Besides, switching to road construction financing
with private investment (bonds and bank loans)
has made it possible to increase the road network.
Considering the lack of public resources, attraction of
private investment requires the development of financial
models that can guarantee payback at a required
rate of return, which primarily depends on the correct
prediction of traffic intensity on toll roads upon provision
of comfort for road users. Thus, the compliance of
pavement quality with the strict requirements for toll
roads will increase the period between repairs and,
therefore, optimize the repair budget, part of which can
remain at the disposal of investors.

This paper is aimed to adapt machine learning
methods to the prediction of the transport and
operational condition of roads. For this purpose,
approaches to pavement condition diagnostics are
considered, the issues of predicting traffic intensity
along a linear section and the influence of traffic
on the transport and operational condition are
addressed to determine the need for repair. Machine
learning technologies open new horizons for road
diagnostics goals and objectives. By applying these
technologies, the expenses of companies can be
significantly reduced due to timely diagnostics of
road sections.
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Methods

Both domestic (Apestin, 2011; lliopolov et al.,
2002; Vasilyev, 2013; and others) and foreign
researchers (Panthi, 2009; Robinson et al., 1998;
and others) have been studying the processes of
road structure condition degradation. In the listed
works, these processes are based on two levels
(project level and network level (Fig. 1)) and two
main indicators of pavement condition (operational
and structural indicators (Fig. 2)). The project level
is limited to the pavement design stage, while
the network level considers pavement conditions
throughout the entire life of the pavement. All stages
of the life cycle of a road facility in the context of
BIM modeling of linear road sections are described
in (Shamraeva and Savinov, 2021).

The Russian Highways State Company adheres
to a different methodology when assessing the
actual level of the transport and operational condition
of roads, which is based on the assessment of the
residual life (Shamraeva, 2020) of road structures
and division of operated road sections into three
levels (standard-compliant, satisfactory and
unsatisfactory) of pavement preservation (Fig. 3).

According to the regulatory requirements of
Industrial Road Standards ODN 218.6.039-2018

Project level

(pavement design stage)

-
Computational prediction of changes in the
pavement condition
(prediction of rutting, fatigue life, temperature
crack resistance, etc.)
\.

“Recommendations on diagnostics and assessment
of the technical condition of motor roads” (see https://
files.stroyinf.ru/Data2/1/4294845/4294845825.
pdf), the main transport and operational indicators
of a road are as follows: speed provided by a road,
traffic capacity, capacity for traffic of vehicles and
road trains with axial and total weight established for
the relevant categories of roads, etc. (Pugachev et
al., 2024). All these indicators are fully reflected in
such integrated indicator as traffic speed, expressed
through the coefficient of design speed provision.
As it is known, the transport and operational
indicators of linear road sections are ensured by the
parameters of longitudinal and transverse profiles,
pavement strength, pavement evenness and
adhesion characteristics, etc. (Figs. 1-3). Therefore,
according to the methodology of ODM 218.4.039—
2018 (Rosavtodor, 2018), the preservation of a road
section depends on the average visual assessment
score for pavement condition and the actual strength
factor — the International Roughness Index (IRI) of
non-rigid pavement.

Intensive road operation increases the risk of
traffic accidents, reduces traffic safety, results in
longer travel time and higher costs of transport repair
and maintenance, etc. In this regard, it is important to

”~

Network level

(throughout the life cycle, pavement conditions

throughout the entire life of the pavement)

Prediction of the actual pavement condition at
linear road sections and networks

LS

Fig. 1. Levels of road structure condition degradation processes

indicators

Pavement condition

Operational

Structural

Longitudinal and transverse evenness,
surface roughness

Pavement strength (assessed by the value of
the total elastic modulus on the pavement

surface) and defectiveness (characterized by
the average visual assessment score)

Fig. 2. Main groups of pavement condition indicators
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[
Standard-compliant * the condition of a road section where structural indicators
level of pavement correspond to permissible values;
preservation . ® asection with such a pavement does not require overhaul
works
, 98
/
Satisfactory level of "« availability of objective reasons for the deterioration of the
pavement preservation structural indicators of pavement condition below the standard
values, which requires a detailed survey to develop a
preservation strategy
.
/
Unsatisfactory level of * the pavement condition where structural indicators are
pavement preservation below the permissible values and the pavement requires
overhaul
9

Fig. 3. Levels of pavement preservation

have in place effective methods for the diagnostics
and assessment of the technical condition of roads.
Transport and operational condition is assessed
by specialized engineering organizations using
mobile diagnostic laboratories, certified devices
and equipment. Mobile units are equipped with
modern devices and equipment (Znobishchev and
Shamraeva, 2019) and may include panoramic video
cameras of the latest generation (Stolbov et al.,
2017) and even artificial intelligence technologies.
Machine learning methods can be an alternative
tool for monitoring the condition of road facilities
(Marcelino et al., 2019).

The object of the study is a section of the
M-1 Belarus road, 86" km, and its transport and
operational condition. The aimwas to develop amodel
for the diagnostics and assessment of the technical
condition of roads using machine learning algorithms
and medium-term prediction in accordance with the
requirements of Organization Standard AVTODOR
2.28-2016 “Predicting the condition of operated
roads of the Avtodor State Company” (Order
No. 67 dated 06.05.2016) (Avtodor, 2016).

Input data processing

Two datasets are used as input data:

1 — data on traffic intensity with division into six
categories of vehicles in the period from 2014 to
2023 inclusive in tabular format (Microsoft Excel),
obtained from automated ftraffic counting points of
the Avtodor State Company. The data are presented
for each category of transport (cars, vans, light-duty
trucks, single-unit vehicles, buses, road trains up to
13 m, from 13 to 18 m, and over 18 m) in forward
and backward directions, including the total for two
directions. In addition to the total intensity at a section
for a certain period, the table uses the following

structure: first the intensity is plotted by hours within
one day, then the information for a day is summarized,
and thus the data for a year are combined within one
table sheet. As a result, information on traffic intensity
for the past 10 years of observations for one section
of the M-1 road is obtained.

2 — values of longitudinal evenness IRI by year
for each road section from the 84" to 95" km of the
M-1 Belarus road, obtained during measurements
performed by a mobile diagnostic laboratory.

Following the basic idea of machine learning, it
is necessary to provide a large number of proper
examples based on which the program will “learn”.
Therefore, it is important to check the input data
for completeness so that they include all possible
cases. Errors are critical since they will cause the
model to give incorrect answers. The balance of the
original dataset is also essential. If some cases are
predominant, the model will favor the majority when
making predictions. Therefore, when enough data
are collected, it is necessary to pre-process them.
The logic of the pre-processing of the intensity data
from the first dataset is as follows: 1) the file is loaded
and the names of all the table sheets in the sheet_
names (‘2014-2023’) list are read; 2) an empty
combined_df dataframe is initialized to store the
combined data from all the sheets, while the dataset
is cleared of unnecessary data attributes. At the
beginning of the cleanup function running, all sheets
of the dataset table are visited, and the list of intensity
data objects for the year of type pd.DataFrame is
finally formed from the Microsoft Excel data source
(Pandas library method — pd.read_excel()) into the
combined_df variable, as well as unnecessary upper
informative rows are deleted and a column with the
date of the traffic intensity observation within the
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accuracy of one day is added; 3) all elements of
the list are combined into a large single dataframe
with the logical deletion of the index column where
the observation date was stored. This combined_df
dataframe is the result of the pre-processing of the
input dataset with data on traffic intensity for the past
10 years of expert observations; 4) the processed
dataframe is saved to a new Excel file.

The intensity trend can vary from year to year
for various global reasons: social, economic, or
political. For example, the COVID virus affected the
life of the country for several years and reduced the
mobility of its inhabitants, thus affecting the intensity
indicator. Month is also an important attribute that
affects intensity. In some months, commercial traffic
is increasing: for instance, many people travel by car
to neighboring countries during summer. Intensity
will also vary depending on the day of the week. For
example, on weekdays/weekends, people may have
different reasons for using the M-1 road. Thus, the
model requires attributes from the date and values
of total traffic intensity in forward and backward
directions. Before moving on to this task, it is also
important to understand the amount of the output data
and whether there is a way to effectively reduce it in
terms of dimensions without loss of quality. One of
such ways described in this paper is to group all traffic
intensity indicators (regardless of vehicle type) by date
column, which is already represented and ready to
be grouped within the accuracy of one day using the
Pandas library capabilities, indicating the summation

of intensity indicators for all hours within a day, which
is very convenient in computation and informative
in presentation. The final step in the dataset pre-
processing is the selection of new temporal attributes
of the dataset, necessary for further training of the
neural network. Particularly in this case, the following
attributes are selected: month number, day number,
day number of the week, and year of traffic intensity
observation. When predicting the road evenness, the
number of vehicles that have traveled along the road
over a year is used. Therefore, the date and intensity
for that date will be used to develop the model.
For each road that goes forward and backward,
corresponding values shall be saved. Then the total
count will be excessive and should not be kept.

The correlation matrix presented in Fig. 4 shows
the relationships between different attributes,
including forward and backward movement as
well as time parameters (year, month, day of the
week, day of the month). There is a correlation of
0.18 between forward and backward movement,
indicating a weak positive relationship. This means
that some tendency for an increase in forward
movement is accompanied by an increase in
backward movement. The correlation between year/
month and traffic intensity is not significant (0.18 for
year and month with forward movement; —0.14 and
0.14 for backward movement). This may indicate
that there are no clear trends by year or month in the
data, or that any trends are non-linear and are not
captured by linear correlation. The correlations with

Correlation matrix
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Fig. 4. Matrix of correlations between forward and backward traffic intensity and time
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such attributes as the day of the week and the day
of the month are also extremely low, indicating that
there is no direct relationship of the day of the week
or the day of the month with traffic intensity. When
forming the output for a machine learning model,
it is important to take into account that temporal
attributes can significantly non-linearly affect the
results. Despite the weak correlation between the
forward and backward directions, these attributes
can be useful when considered in conjunction with
other variables that may strengthen their relationship
or provide additional context.

Using machine
capture such dependencies may yield more useful
results. Such models as ensemble decision trees
(e.g., random forest, gradient boosting) and neural
networks (Goodfellow et al., 2018) can better handle
such data as they are capable of detecting complex
patterns and interactions between variables (Lasisi
and Attoh-Okine, 2018).

In the second dataset with the IRI evenness values,
a violation of the requirements of GOST 333882015
(Automobile roads of the general use. Requirements
to conducting diagnostics and certification) (Interstate
Council for Standardization, Metrology and
Certification (ISC), 2016) can be observed, where
the IRI value should not exceed 3.1 (https://nevacert.
ru/dokumenty/normadoc/standartsbase-gost/
gost-33388-2015). For instance, for 2023, such data
are shaded in red in Fig. 5. In this file, the column with
the GOST 33388-2015 standard values is redundant,
not suitable for model training, and can be deleted
during data pre-processing. Visualization of changes

A 8 c D £ F G
1 2023 B
seginningof | endofthe |  Fonvarddirection kn St
the section, | section, km value
2 km
3 Lanel Lane 2 Lane3 Lane d
4 84,000 84,100 2.7 25 1,7 20 31
S 84,100 84,200 24 19 1,6 23 31
6 84,200 84,300 20 18 18 18 3.1
7 84,300 84,400 24 20 1,6 18 31
8 84,400 84,500 1,7 18 1,4 19 3,1
9 84,500 84,600 19 1,7 1,2 18 31
10 84,600 84,700 2,1 19 14 15 31
11 84,700 84,800 1,9 1,6 1,2 15 31
12 84,800 84,900 1,9 1,9 1,1 1.4 31
learning methods that can :i e | e id 20 5
85,000 85,100 25 1.7 12 13 31
15 85,100 85,200 24 18 1,1 1,2 31
16 85,200 85,300 20 2,2 11 14 31
17 85,300 85,400 28 33 10 17 31
18 85,400 85,500 39 26 11 1,7 31
19 85,500 85,600 24 2.2 13 2.6 31
20 85,600 85,700 28 35 13 2,2 31
21 85,700 85,800 30 31 2,4 2,3 31
22 85,800 85,900 20 1,7 23 21 31
23 85,900 86,000 2,7 18 2,1 2,3 31
24 86,000 86,100 26 18 20 18 31
25 86,100 86,200 21 19 20 2,2 31
26 86,200 86,300 34 2,1 18 2.5 31
27 86,300 86,400 3.6 2,6 24 2,3 31
O] sheets MRSzl ~ {0 o= = ==

Fig. 5. IRI values at different sections of M-1 for 2023

in the mean IRI values for each lane (Fig. 6) shows
that the road condition deteriorated over time.

For example, for lane 3 (Fig. 6), a slight asymmetry
to the right is observed, where the bulk of the data is
between 1 and 4. It can also be seen that the values
did not change in the two years from 2019 to 2020

— polosa_l

polosa_2
—— polosa_3
4

351 — polosa
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151
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2018 2020 2022

Fig. 6. Diagram of changes in the mean IRI values for each lane
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(data for 2019-2020 were not available in the dataset
provided). To determine the law of traffic intensity
distribution for each lane, the SciPy library and the
stats module of the dynamic Python programming
language were used, which provides functions
and statistical methods for work with probability
distributions and statistical tests. For example,
for lane 3 (Fig. 7), comparison of the values of the
statistics of various tests (Kolmogorov—Smirnoy,
Pearson, Shapiro-Wilk, etc.) with the smallest
p-value of the significance test equal to 0.05, resulted
in a conclusion that the observed data are consistent
with the Gumbel distribution on the right. As for other
lanes, based on checks by statistical tests, it was
concluded that the annual distributions of the IRI
values are suitable for approximation modeling with
subsequent transfer to machine learning models. The
final IRI dataframe is shown in Fig. 8.

Training model selection and tuning

The preparatory stages of model building and
training, with their further evaluation for the purposes
of predicting values based on the second dataset
with pre-processed data are as follows:

1. Break down the data sample into attributes and
target values.

2.Select the attributes and variables based on
which the target values will be predicted.

3. Divide the sample into training and test samples
(it should be noted that for correct operation, the test
sample should not be used for training).

This will result in an optimal prediction model for
different target columns based on historical data and
its application for further prediction for the period
2024-2034.

Let us briefly highlight the main points of the
process of creating a suitable prediction model for
different target columns.

Predicting changes in the IRI indicator

Creating model training functions: Here the data
are split into test and training samples. Dataframe
Y contains the values based on which the model
will make predictions. These are the “start” values

(Fig. 8) for the beginning of the road segment.
Since all segments are of the same length, this
value is sufficient. Year values are also used to
track changes in pavement quality over the course
of a year. Dataframe Y contains the IRI values
themselves. Then, according to the principle of
machine learning, the data are split into test and
training samples in the proportion of 4 to 1. This is
the optimal value since it allows for splitting so that
there are more data left for training, but there are
also data left for validation.

Model selection, training, tuning and evaluation of
results: Model selection is carried out depending on
the task (Cano-Ortiz et al., 2022), e.g.: classification,
regression, clustering. Examples of models are
decision tree, neural networks, linear regressions,
support vector methods, etc. (Hosmer et al., 2013).
Once the model is defined, itis trained, tuned, and the
results are evaluated. If necessary, if the results are
unsatisfactory, the model is reconfigured. Besides,
when model training is too long or imprecise, it is
possible to simplify or complicate it. When the
resulting model shows good results, it can be used
for practical tasks, and then it is implemented into the
original system for which it was created (Gazaroyv,
2020).

Aloss function is used to evaluate the model. With
its help, the model “understands” how far it is from
the ideal state. The difference between the answers
or the resulting values is calculated. Once the loss
function has been determined, it is necessary to
understand how to fix the model, how to change
the weights properly to improve further results.
Optimization algorithms are used for this purpose.
The main method to minimize the loss function is
gradient descent, which, by gradually changing
the parameters in the direction, reduces the error.
XGBoost is a powerful machine learning model
based on the gradient boosting method. It operates
by starting from creating a simple model, such as a
decision tree, for initial predictions. Next, prediction
errors are obtained and new trees trained on the error

Distribution of values polosa_3

//\\

\

\

21}

3 4 5 6
polosa_3

Fig. 7. Distribution of values polosa_3
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start end polosa_1 polosa_2 polosa_3 polosa_d4 year

0 340 841 2.7 25 1.7 2.0 2013
1 841 842 2.4 19 1.6 23 2013
2 842 843 2.0 1.8 1.8 1.8 2013
3 843 844 24 2.0 1.6 1.8 2013
4 844 845 1.7 18 1.4 1.9 2013
985 945 946 2.5 23 3.2 2.8 2023
986 9456 947 3.3 25 5.0 2.9 2023
987 947 9048 2.8 24 4.7 3.1 2023
988 948 949 2.7 2.4 3.0 2.9 2023
989 949 095.0 2.7 2.5 29 2.5 2023

Fig. 8. IRI dataframe

are added based on them. These iterations continue
until a given number of cycles have been executed
or the error is small. When regulation and other
optimization methods are used, the model shows
good results. Random forest is an ensemble-based
machine learning model that differs from the previous
one in that it operates by creating multiple decision
trees and combining their predictions. Each tree is
trained on a random subsample of the input data,
which promotes model diversity. Besides, each node
partitioning step in the tree uses a random subset
of attributes, which adds additional randomness and
reduces the correlation between the trees. Once all
trees are trained, the model predicts the result for a
new observation by aggregating the predictions of
all trees: in the case of the classification task, voting
is applied, where the final class is determined by
a majority vote, and in the regression task — the
predictions are averaged. This algorithm is more
robust and can show good results too.

The above models are trained on training data
and their performance is evaluated on a test sample
using the mean_squared_error and r2_score metrics
(Shamraeva, 2024). The results are stored in the
“results” dictionary. The attribute matrix X includes
start and year columns, and the target variables are
represented in data columns polosa_1, polosa_2,
polosa_3 and polosa_4 (Fig. 8). For each target
variable, models are trained and evaluated separately.
The results are then displayed on the screen.

Creating a prediction model: New future_years
data were created to predict values for the period
2024-2034. New future_years years were generated
using the “range” function, and the structure of the
new Dataframe was created so that each year is
repeated for all unique values of the “start” column
from the original data (Fig. 8). This preserves the
consistency between the “start” values and the new
years. Predictions were made using trained models.

The results of the predictions are stored in the
“predictions” dictionary.

To further visualize the predictions, graphs were
constructed where the years are plotted on the X axis
and the predicted values for each target variable are
plotted on the Y axis. The mean prediction values
for each year were calculated using the “groupby”
method and plotted in the graphs. Thus, this
process involves data loading, model training and
evaluation, and prediction of future values followed
by visualization of the results.

The above models showed unsatisfactory results
and are not suitable for this task. Another method —
linear regression — was tried.

Linear regression is a machine learning
method that models linear relationships between
a dependent (target) variable and one or more
independent variables (attributes) (Hosmer et al.,
2013). The model tries to find the best straight
line that minimizes the sum of squares of errors
among the predicted and actual values of the
target variable. This can be achieved by estimating
the coefficients of a linear equation, where each
coefficient indicates how much the target variable
will change if the corresponding attribute is
changed by one unit. The training process involves
finding coefficients that minimize the MSE using
optimization techniques such as the least squares
method. As a result, the MSE value amounts
to 0.2667. This means that the mean square
deviation of the predicted values from the actual
ones is 0.2667. The values of the target variable
vary within a small range, such as 2 to 6, therefore,
the error of 0.2667 may be significant. This shows
that this model did quite well in terms of results.
However, this is not the best way to predict the
IRI evenness — the traffic intensity prediction
according to Organization Standard AVTODOR
2.28-2016 should be taken into account.

Predicting changes in traffic intensity

In this study, simple machine learning models,
such as linear regression, random forest, gradient
boosting, were used for each road direction. After
training, visualization of the prediction for each
movement was made (Fig. 9). Fig. 9 shows the
results of the predictions of different traffic intensity
models for the period from 2024 to 2034 covering
forward movement. By examining each graph in
Fig. 9, we can draw the following conclusions:

1.Linear regression (the model is represented
by the blue line) shows the lowest accuracy of
predictions; large deviations at the beginning and
end of the period are especially noticeable.

2.Random forest (the model is represented by
the orange line) shows more accurate predictions
compared to linear regression but still has some
deviations from the actual values, especially at peak
times.
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3. Gradient boosting (the model is represented by
the green line) most accurately reproduces seasonal
variations in traffic intensity and deviates least from
the actual values.

It can be seen from the graph (Fig. 9) that
traffic intensity has a pronounced seasonal nature
with peaks and declines that are most accurately
predicted by the gradient boosting model. A neural
network was used to refine the results. For its setting,
the values are balanced so that no attribute would
dominate by its increased mean value.

In the course of this study, a long short-term
memory (LSTM) model was created and trained.
The LSTM model is a recurrent neural network
(RNN) designed to efficiently train and predict
time series and sequential data. It is capable
of memorizing important information in long
sequences and forgetting unnecessary information
due to its special architecture consisting of memory
cells controlling input, output and forget gates.
The input gates decide which information from the
current input to keep, the forget gates determine
which information to delete from the memory cell,
and the output gates regulate which information
from the cell will be used to compute the output. This
structure allows the LSTM to capture and preserve
long-term dependencies. For the prediction task,
the LSTM model includes two LSTM layers. The
first LSTM layer contains 50 neurons and returns
sequences, the second LSTM layer also contains
50 neurons. The LSTM layers are followed by
a dense layer with 50 neurons and an activation
function (rectifier linear unit (ReLU)), followed by a
dense output layer with two neurons to predict two
target variables. The results of the neural network

training showed that the model was trained for 100
epochs, where 72 steps were performed at each
epoch at a rate of about 3 milliseconds per step. In
the last few epochs, the loss values in the training
sample ranged between 0.0094 and 0.0098, while
the loss values in the validation sample remained
stable, fluctuating between 0.0106 and 0.0121. The
final loss in the test sample was 0.0091, indicating
that the model performed well with the training,
validation and test samples with minimal variation
in loss values.

Next, prediction was made for ten years. The
graph (Fig. 10) shows complex relationships with
peaks in summer months and declines in winter
months. Traffic intensity in both forward and
backward directions maintains an overall upward
trend. This indicates a projected increase in traffic
flow in the future.

Analysis of the results

Prediction of pavement technical condition
assessment was made using two approaches:

- based on past years’ IRl measurements using
a linear regression model,

- based on equation 6.1 of Organization Standard
AVTODOR 2.28-2016, using the traffic intensity of
future years that was predicted by a neural network
model.

Using Python code, predictions of the IRI values for
the given years (Fig. 11a) and traffic intensity values
(Fig. 11b) were generated using a machine learning
model. The results of intensity value predictions are
displayed on the screen, showing the date, intensity
in forward and backward direction (Fig. 11b).

In this form, the data are ready to plot graphs of
monthly forward and backward traffic (Fig. 12) and

Comparing predictions of different traffic intensity models covering forward movement
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Fig. 9. Comparing predictions of different traffic intensity models covering forward movement
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draw conclusions with subsequent findings to make
recommendations.

The prediction section (Fig. 12) shows that
seasonal fluctuations continue, with peaks in
summer months and declines in winter months.
Traffic intensity in both forward and backward
directions maintains an overall upward trend. This
indicates a projected increase in traffic flow in
the future. The forward (blue line) and backward
movement (orange line) continue to show parallel
trends with similar seasonal amplitudes. Despite
year-to-year fluctuations, the overall trend is
upward, which could indicate an expected increase
in population or economic activity, or improved
infrastructure. In 2033 and 2034, traffic intensity
reaches values of approx. 800,000, which is
significantly higher than the values in previous
years. In general, the forecast indicates a steady
increase in transportation intensity despite annual
seasonal fluctuations, suggesting the need for
further development of transport infrastructure.

To ensure a high level of M-1 Belarus road
maintenance, it is necessary to implement measures
for the development of transport infrastructure: road
reconstruction, including increasing the number of
lanes and constructing new interchanges (which
will help distribute traffic flows and reduce the load
on the existing infrastructure sections), preventive
pavement repair to maintain the standard IRI value
and ensure high average traffic speed. The analysis
also revealed that the composition of traffic would
not change. This route is characterized by an equal
proportion of various means of transport. Fig. 13
shows a 10-year forecast for the IRI indicator using
machine learning for four lanes of the road. Each of
the four bar graphs shows the average IRI coefficient
for the corresponding lane for the period from 2024
through 2033. Fig. 13a shows that IRl for the first lane
gradually increases from 2024 to 2033, starting at
about level 3 and reaching a value just above 4. This
indicates a gradual deterioration of the pavement
condition on the first lane. Fig. 13b shows a similar
trend for the second lane, where IRI also gradually
increases from just below 3 in 2024 to around 3.5
in 2033, also indicating an increase in pavement

a) Average vakue for poloss 3 b) Ave

roughness. In Fig. 13c, the forecast for the third lane
shows an increase in the IRI values from 2024 to
2033, starting at about 2.5 and reaching a value of
about 3.5, indicating a deterioration of pavement
quality on this lane. Fig. 13d shows an increase in
IRI for the fourth lane, starting at just above 2.5 in
2024 and reaching critical values of 4 in 2033, which
also indicates significant pavement deterioration.

Fig. 14 shows the 10-year IRl -coefficient
prediction for the four road lanes on the 86 km of the
M-1 highway. Each line on the graph corresponds
to one of the lanes: the blue line represents the
first lane, the orange — the second, the green —
the third, and the red — the fourth. The graph covers
the period from 2024 to 2034, indicating a gradual
deterioration of the pavement condition.

On the first lane (blue line), IRI increases from
approx. 3.0 to 4.5. On the second lane (orange line),
IRI starts around 2.8 and reaches approx. 4.2. The
third lane (green line) shows an increase in IRl from
3.2 to 4.7. On the fourth lane (red line), IRI values
start around 3.5 and increase to 5.5 by 2034. The
red dashed line at level 4 on the Y axis indicates the
maximum permissible IRI value. All four lanes show
an uptrend. Fig. 14 shows that the IRI coefficients
for all lanes tend to increase over time. Lane 4 (red
line) already exceeded the maximum permissible
value and continues to grow faster than the others.
Lanes 1, 2, and 3 (blue, orange, and green lines,
respectively) also show growth but currently remain
below acceptable levels. All lanes show a linear
increase in the IRI coefficient, indicating continuous
pavement deterioration over the next ten years.
The highest rate of deterioration is observed in the
fourth lane, while the lowest start and end points are
characteristic of the second lane. This highlights the
importance of planning financial expenditures for
pavement improvement and rehabilitation to slow
down the development of bumps and preserve road
quality.

In addition to assessing the IRI longitudinal
evenness, it is necessary to take into account
transverse evenness (rutting) as well since this
defect affects the steering ability and assignment
of repairs (due to pavement wear). Using equation

Average value for polosa_3 d)

Average vakue for pelosa 4

Fig. 13. Predicting the IRI coefficient for 10 years by machine learning
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6.1 of Organization Standard AVTODOR 2.28- future. It shows four different lanes, each marked

2016 for rutting calculation, changes in transverse with a different color: blue, orange, green, and red,
evenness (rutting) were forecast (Fig. 15). The respectively. The horizontal axis indicates the years
graph in Fig. 15 represents a forecast for rutting on from 2024 to 2034, and the vertical axis shows the

the 86 km of the M-1 highway for 10 years into the rutting coefficient in cm. The lines on the graph

Rutting at the 86th km of the M-1 highway

2.8+ Lane

—&— polosa_l
-~ polosa_2
—o— polosa_3

2.74 —e— polosa_4

Rutting [cm)

]

—

Maximum permissible value

2024

2026 2028 2030 2032 2034

Year

Fig. 15. Forecast of rutting for 10 years
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show a linear trend of increasing rutting, indicating
continuous pavement deterioration over the forecast
period. The fourth lane has the highest level of rutting
and shows the greatest rate of increase, which may
indicate heavy load or wear. All lanes show a steady
increase in rutting over time, indicating a gradual
deterioration of the pavement condition.

The first lane (blue line) starts at about 2.4 cm in
2024 and reaches about 2.6 cm by 2032. The second
lane (orange line) shows growth from 2.45 cm to
just above 2.65 cm over the same period. The third
lane (green line) starts around 2.5 cm and grows
to about 2.75 cm. The fourth lane (red line) has the
highest initial level, about 2.6 cm, and reaches a
level of about 2.85 cm by 2032. The red dashed line
indicates the maximum permissible rutting value of
2.5 cm. The polosa_4 lane, indicated by the red line,
is already exceeding this value by approx. 2025.
Lanes 3 and 1, indicated by the green and blue lines,
respectively, reach the limit value near the end of
the forecast period. Lane 2, indicated by the orange
line, remains below the maximum permissible value
throughout the forecast period, but also shows a
significant increase.

All of the above graphs (Figs. 14—15) emphasize
the need for regular pavement monitoring as
well as maintenance and repair to slow down
the deterioration of the road and ensure safe and
comfortable traffic on the M-1 highway. The fourth
lane could be out of service in 2025. The first and
third lanes expect maintenance in 2029. The second
lane will remain intact for ten years.

Conclusion

The relevance of the work is determined by the
need to develop an effective strategy for the operation
of the road network, ensuring the continuity and safety
oftraffic. The main objective ofthe study wastodevelop
an optimal road network repair strategy considering
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road conditions based on machine learning methods.
As a result of this study, the road owner will receive
detailed and optimal cost schedules for the planned
periods of pavement operation and repair for several
years in advance. In addition, the customer will
be given the opportunity to make a more accurate
calculation of the optimal budget for each stage of
repair, allowing for effective financial planning. It can
be applied by road authorities to develop a variety
of effective solutions that can be easily adapted to
new conditions and parameters and will contribute to
the rational use of resources and minimize subjective
factors in the maintenance planning process. The
study has theoretical significance in the development
of a road infrastructure condition management
strategy model using machine learning methods.
Thanks to more accurate and timely diagnostics of
the technical condition of the road, it is possible to
carry out rehabilitation and repair in advance, which
in turn will reduce the cost of overhauls and extend
the life of the road.

The implemented deep learning model can be
improved, modernized and updated. For instance,
one of the development directions could be the
use of other neural network architectures or the
use of a different type (recurrent or convolutional
networks) (Cha et al., 2017) in order to apply other
approaches and mathematical algorithms in value
prediction tasks (Zari et al., 2015). Besides, this
model has the possibility to be extended by adding
new class and functional components based on
the new assigned tasks and functions in the field
of road transportation. These results and basic
reasoning show the maximum utility of modern
machine learning technologies on real-life examples
in the subject area, which once again indicates the
importance of developing this direction in the IT
sphere in general.
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AHHOTaUuA

BBepgeHue. [lpegMeTom wucCCnenoBaHWs SBNSETCS MNPOrHO3 WHTEHCMBHOCTWU  OBWXKEHUS TPAHCMOPTHbLIX CPEACTB
N COCTOSIHVE JOPOXKHOIO MOKPbITUS HA NIMHENHO NPOTSKEHHOM y4acTke aBTOMOOUNbHOM foporn. B ctaTbe paccmoTpeHa
MOZernb HEWPOHHOW CETW, NOCPEeACTBOM KOTOPOW NPOM3BEAEHa OLeHKa NoTpebuTenbCcKkMx CBOMCTB yvacTka JOPOr U ero
TPaHCMNOPTHO-3KCNIyaTaUMOHHbIX nokasatenen. OObeKToM uccrnefoBaHust siBNsieTcs ydactok goporn M-1 Benapyce,
86-1 kunomeTp 3a BpemeHHoOM npomexyTtok ¢ 2014 no 2023 rogbl. Llenb uccnepoBaHuA: onvcaHue BO3MOXHbIX
OyoyLwmnx cLeHapueB COCTOSIHUS [OPOrM, UCXOAA W3 MpefcKasaHHbIX MokasaTene TPaHCMOPTHOW WHTEHCUMBHOCTU U
METPWK COCTOSIHUS Ka4yecTBa JAOPOrM B pamKax OLEHKM €€ NoTpebnTenbCKkux CBOMCTB C YH4ETOM POBHOCTM MO NOKasaTernto
International Roughness Index (IRI). MeToabl: Data Science (aHanu3 gaHHbIX), COGpaHHbIX C NepeaBUKHbIX TabopaTtopuit,
a Takke anropuTMbl MaLIMHHOIO 00yyYeHust (MUHENHas perpeccusi, rPaAMeHTHbIN BYCTUHT, CryYalHbIA NIeC U HEMPOHHbIE
cetn Ha ocHoBe Long Short-Term Memory (LSTM)). Ha Bbixoge co3gaHa obyyeHHast HEMpPOHHas CeTb, CMocobHas
CNPOrHO3npoBaTb MHTEHCUMBHOCTb TPAHCMOPTHOrO ABWXeHus Ha 86 km goporn M-1 Benapycb. OTM MeToabl MO3BOMSOT
BbISIBUTb CKPbITblE 3aKOHOMEPHOCTU B JaHHbIX U 06ecneynTb BbICOKYH TOYHOCTbH MPOrHo3oB. Pe3ynbraTthl: peanusauus
mMozenu rnybokoro obyyYeHUst Ha NPUMEpPe OLIEHKM COCTOSIHUS NMMHEWHOrO y4yacTka aBTOMOOMINbHOW 4OpOrK Mo3BonuT
pellaTb OCHOBHbIE 3a[la4M codepXXaHust OPOru - ONTUMMU3UPOBATL BPEMSI U CpeacTBa Mpu NraHMpoBaHUM U peanusauum
MEpPONPUATUIA Ha 3Tane aKcnyataumMm oObeKTOB TPAHCMOPTHOWM MHPPACTPYKTYpPbI, Y4UTbIBaTb BO3MOXHbIE PUCKU NOTEPU
Ka4yecTBa COCTOSIHUS IOPOrK Npu €€ OOHOBNEHUN U NPOEKTUPOBAHUN HOBbIX 31EMEHTOB.

KnioueBble crnoBa: TpaHCMoOpTHasi MH(PACTPYKTypa; OMarHOCTMKa aBTOMOOWIbHBLIX A0POr; AedeKTbl; MaluMHHOe
obyyeHue; Data Science; uHopmaumoHHasi Moaernb AOPOry.
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