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Abstract

Introduction: The main task of cooling systems in the machine room of a data center is to maintain optimal air parameters
at the inlet to IT equipment in accordance with the applicable regulatory documents. If the value of air temperature at
the inlet to IT equipment exceeds the optimal value, then so-called hot spots occur — the operation of IT equipment in
such places can lead to its overheating and failure. The main reason for the occurrence of hot spots is the violation of air
circulation between the hot and cold aisles. Purpose of the study: We aimed to analyze the influence of different methods
of hot aisle isolation on the efficiency of IT equipment cooling. Methods: We performed modeling of different methods of
hot aisle isolation at different capacity values of IT equipment in the STAR-CCM+ program. Result: As a result of studying
temperature and air conditions in a data center, we found the most rational way of isolating the hot aisle — top horizontal
containments with vertical blind panels in the free rack space.
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Introduction

Inrecentdecades, row arrangement of equipment
racks in data centers have been widely used. In
such an arrangement, rows of racks are divided
into so-called hot and cold aisles. IT equipment is
installed in racks in such a way that heat is removed
to the hot aisle, and cooled air is supplied from the
cold aisle.

IT equipment in a data center is cooled using the
following systems:

1) surface air coolers and cooling units as well as
monoblock air conditioners with a remote condenser;

2) evaporative cooling;

3) with ventilation air.

Cooling with ambient ventilation air makes it
possible to significantly save on power consumption of
the data center cooling system. However, this system
can be used at outdoor temperature t < 27°C. In
cases when outdoor temperature is higher than this
limit value (t , =2 27°C) set by the effective standard
(ASHRAE, 2016), additional air cooling is required.

The efficiency of cooling with ventilation air can
be improved by using evaporative cooling. This
method is based on adiabatic cooling of ambient
air due to mist spraying or the use of wetted pads
made of various materials. It should be noted that
in winter an evaporative cooling system can serve
as a humidifier to increase relative humidity to the
optimal values (ASHRAE, 2016) without the need to
use steam humidifiers characterized by high power
consumption.

Air cooling in surface air coolers is carried
out with the use of freon coolant or cooling media
such as water or non-freezing liquid. When cooling

media are used, chilled water or non-freezing liquid
from a steam compression (chiller) or absorption
refrigerating machines is fed to an air cooler. Air
cooling with freon coolant takes place in an air cooler
located in a monoblock air conditioner.

Depending on arrangement in a data center,
cooling system equipment can be classified into
central and local. The first group includes central
air conditioners using ambient air and evaporative
cooling (Figs. 1 and 2). The second group includes
surface air coolers that can be installed:

1) in monoblock air conditioners located either
around the perimeter of a machine room (Fig. 3) or
in rows of racks (Fig. 4);

2) in the machine room space (Fig. 5);

3) in each rack (Fig. 6).

The choice of a particular data center cooling
solution depends on the feasibility study. During that
study, the following should be taken into account:
the climatic conditions of the region where the
data center is constructed, the cost of available
energy resources, the impact on the environment,
and the capacity of IT equipment placed in racks.
Today, racks with a capacity from 5 to 15 kW are
widespread (Timonin, 2018). Systems using surface
air coolers installed in monoblock air conditioners
have become very popular in cooling IT equipment
in such racks.

Many researchers performed comparative
analysis of monoblock air conditioners located
around the perimeter of the machine room and
monoblock air conditioners located in rows of
racks in a data center. As a result of comparative
analysis performed by some researchers (Abbas
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Fig. 1. Diagram of a data center air cooling system using
central air conditioners: 1 — racks with IT equipment;
2 — cold aisle; 3 — hot aisle; 4 — central air conditioner;
5 — drop separator; 6 — air inlet duct; 7 — suspended
ceiling; CAC 1, CAC 2 — central air conditioner

et al., 2021; Priyadumkol and Kittichaikarn, 2014),
it was revealed that when air conditioners are
located around the perimeter of the machine room,
an uneven distribution of air throughout the height
of the racks is observed. But when air conditioners
are located in rows of racks, air is distributed evenly.
As a result of another comparative analysis (Cho
and Woo, 2020), it was revealed that the intensity
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Fig. 2. Diagram of a data center air cooling system
using a central air conditioner: 1 — air inlet duct; 2 —
coarse and fine filters; 3 — evaporative cooling system;
4 — drop separator; 5 — fans (axial or radial)

of air circulation between the aisles is higher when
air conditioners are located around the perimeter
of the machine room. It was also revealed that as
a result of air circulation between the aisles, the
heating of supply air in the cold aisle is AT = 4.6°C
when air conditioners are located in rows of racks
and AT = 8.3°C when air conditioners are located
around the perimeter of the machine room. Thus,
the arrangement of air conditioners in rows of racks
is at least 50% more efficient than the arrangement
around the perimeter of the machine room.

To increase the efficiency of cooling systems
in a data center, hot and cold aisles are isolated
using containment (Fig. 7) and blind panels in the
rack space free from IT equipment (Fig. 8). Such
researchers as Nada et al. (2016) and Zhang et al.
(2017) addressed the issue of aisle isolation with
the use of containments. They established that the
use of containments to isolate the cold aisle reduces
air circulation between the aisles and decreases
the temperature of air supplied to the racks by
5°C compared to the option without containments.
Cho et al. (2021) as well as Niemann et al. (2008)
found out that hot aisle isolation allows for 24.9%
improvement in the temperature conditions in the
machine room and 43% reduction in the annual
power consumption of the data center compared
to cold aisle isolation. Other researchers studied
isolation with blind panels in the rack space free of
IT equipment (Rasmussen, 2012; Tatchell-Evans
et al., 2017). They established that the use of blind
panels for isolation reduces air circulation in the
rack and decreases the temperature of air supplied
to cool IT equipment by 12°C.

In continuation of the above studies, we performed
comparative analysis for the efficiency of a cooling
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Fig. 3. Diagram of an air cooling system using air conditioners located around the perimeter
of the data center machine room. The blue arrows indicate the air flow entering the
rack, the red arrows indicate the air flow leaving the rack with IT equipment
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Fig. 4. Diagram of a data center air cooling system using air conditioners located in
rows of racks with IT equipment. The blue arrows indicate the air flow entering the
rack, the red arrows indicate the air flow leaving the rack with IT equipment

Fig. 5. Diagram of a data center air cooling system
using a surface air cooler located in the machine
room space. The blue arrows indicate the air flow

entering the rack, the red arrows indicate the
air flow leaving the rack with IT equipment

system in a data center with different options of hot
aisle isolation (using containments and blind panels in
the free rack space) at different values of IT equipment
capacity. Air conditioners located inside the rows of
racks were used as cooling system equipment. To
perform analysis, we conducted numerical studies of
cooling with regard to IT equipment with a capacity of
4.7 and 9.5 kW in each rack for the following methods
of hot aisle isolation:

A) without top containment (hereinafter —
containment) and without blind panels in the free
rack space (hereinafter — panels);

B) without containment but with panels;

C) with containment but without panels;

D) with containment and panels.
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a) racks Materials and methods

We chose a real data center machine room

in St. Petersburg (Fig. 9) using row arrangement

_ or racks as an object for analysis in the STAR-CCM+

=1 - - " \ program. In each rack of the machine room, one IT
1 ' equipment is placed (chassis with blade servers)
= f (Almoli, 2013). The air conditioners are located
\ L S between the rows of racks and are equipped with an
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! ] ) Fig. 8. An example of using blind panels in the racks
i ! ) ‘ with IT equipment. The blue arrows indicate the air
’ flow entering the rack, the red arrows indicate the
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Fig. 7. An example of using containments to air flow leaving the rack with IT equipment:
isolate the aisles between the racks: a — without a — without blind panels in the racks
containments, b — with containments b — with blind panels in the racks
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Fig. 9. Layout of the machine room in the data center in St. Petersburg.
Designations: R1-R24 — racks with IT equipment; C — air conditioners

inverter compressor and fans with EC motors (Vertiv,
2022).

Tables 1 and 2 present the initial data for model
construction and calculation in the STAR-CCM+
program.

The values of IT equipment capacity (4.7 kW)
and fan capacity (853 m®h) in each rack are taken in
accordance with experimental data that correspond
to 10% of the computational load of this IT equipment
in the data center machine room (Ponomarev et al.,
2021). The maximum estimated capacity of this IT

Table 1. Initial data for model construction
in the STAR-CCM+ program

10.5x7.25x3.3

Machine room
dimensions (LxXWxH), m

Number of racks with IT 24

equipment, pcs.

Huawei E9000 chassis
with Huawei CH242 V3
blade servers

Brand of IT equipment

Number of air 12
conditioners, pcs.

Brand of air conditioners Liebert CRV CR021RA
Supply air temperature 20

T

sup’

°C (ASHRAE, 2016)

equipment in each rack is 9.5 kW (Ponomarev et al.,
2021). The capacity of fans of IT equipment in each
rack for the capacity of IT equipment = 9.5 kW can
be obtained by the following equation:

_L-p-c-AT
O=—"r (1)

where L — capacity of fans of IT equipment, m?h;
p — air density, kg/m?; ¢ — specific heat capacity of
air, kJ/(kg-K); AT— maximum temperature difference
of incoming and outgoing air in IT equipment, K
AT =20 K (Huawei, 2019).

The values of air capacity and cooling capacity
of the air conditioners are taken to be equal to the
needs of IT equipment in the racks.

To evaluate the modeling results, dimensionless
indices RCI, ., and K, are used.

The RCl,,, index was first introduced by
Herrlin (2007) and is used to estimate the average
air temperature at the inlet to IT equipment in
racks, comparing it with the maximum permissible
T oxperm = 32 °C and recommended T __ =27 °C
temperatures (ASHRAE, 2016). If the values of the
average air temperature at the inlet to IT equipment
in the racks exceed the maximum recommended
value, then so-called hot spots occur

7W7

Table 2. Initial data for model calculation in the STAR-CCM+ program

Capacity of IT equipment
in each rack, kW

Capacity of fans of IT

equipment in each rack, m%h

Cooling capacity of one
air conditioner, kW

Air capacity of one air
conditioner, m*/h

4.7

853

9.4

1706

9.5

1424

19

2848
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the operation of IT equipment in such places can
lead to its overheating and failure.

RClyign =
n
i=1 (Tinc i Tmax—rec) T
= 1_ Tmc1>Tmax—rec XIOO %’ (2)
nXx (Tmax—perm _Tmax—rec
where
T.., — average temperature of incoming air

entering IT equipment in the rack, °C;

maxrec — Maximum recommended temperature
(T axrec = 27 °C) of incoming air entering IT equipment
in the racks, °C;

maxperm maximum permissible temperature
(Traxpormn = 32 °C) of incoming air entering IT
equipment in the racks, °C;

n — the number of racks with IT equipment.

If RCl,, = 100%, it means that the average
air temperature at the inlet to IT equipment in all
the racks of the machine room does not exceed
the recommended value T__ = 27 °C. If
RCl,, s, <100%, thatindicates that the recommended
value T__ =27 °C in one or more IT equipment
in the racks is exceeded (the lower the value of
RCl, s, < 100%, the more IT equipment is there in
the racks where the average air temperature at the
inlet exceeds the recommended value).

Such researchers as Capozzoli et al. (2014) as well
as Norouzi-Khangah et al. (2016) studied the efficiency
of cooling systems in data centers using this index.

The K, index (Huang et al., 2017) characterizes
the deviation of the average temperature values of
air entering IT equipment relative to the temperature
TSup = 20 °C of air supplied by air conditioners.

The K, index can be calculated by the following
equation:

n

Z(Tinc i _Tsup )2

| .
K= i=1 , 3
! Tsup n-1 ®)
Tsup — supply air temperature, °C;
T.., — average temperature of incoming air

entering IT equipment in the rack, °C;

n — the number of racks with IT equipment.

The lower the K, index, the more efficient is air
distribution in the data center machine room.

Results and discussion

To present the results of the study, we made
sections in the x-y and y-z planes in the model
(Fig. 10). The results of the study are represented
by air temperature fields for different methods of hot
aisle isolation (Fig. 11):

A) without containment and panels;

B) without containment but with panels;

C) with containment but without panels;

D) with containment and panels.

54

Besides, each method is represented by air
temperature fields for the capacity of IT equipment
in each rack of 4.7 and 9.5 kW.

To evaluate the modeling results, we constructed
graphs of the average values of air temperature at
the inlet to IT equipment in the racks T__. (Figs. 12
and 13) and calculated the dimensionless indices
RCl,, ., and K, (Figs. 14 and 15).

Thus, as a result of the analysis of the RCI,, ., index
values for different isolation methods and capacity of IT
equipment, the following was established:

1) The maximum values (100%) of the RCI .,
index were obtained for methods B) and D), which
assume the arrangement of panels in the racks.
This means that the average air temperature at the
inlet to IT equipment in the racks for these methods
does not exceed the maximum recommended value
T = 27 °C. Besides, the value of the RC/

max-rec HIGH

Fig. 10. Location of the sections for the model of the
data center machine room in St. Petersburg.

a) section of the model in the x-y plane at el. +0.300

m from the floor level (level of IT equipment location

in the racks); b) section of the model in the y-z plane

perpendicular to the center of the rows of the racks
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index for these methods does not change with an
increase in the capacity of IT equipment in the racks.

2) The minimum values of the RCI,, index
were obtained for methods A) and C), which do not
assume the arrangement of blind panels in the racks.
It was also revealed that the value of the RCI, .,
index for isolation method C) (with containment but
without panels) is lower than its value for method A)
(without containment and panels). This is due to the
fact that top containment increases the rate of hot
air flow through the racks that are not equipped with
panels.

3) With anincrease in the capacity of IT equipment
in the racks for methods A) and C), the RC/,,
index becomes lower, i.e., the number of hot spots
increases.

As a result of the analysis of the K, index values
for different isolation methods and capacity of IT
equipment, the following was established:

1) The isolation method D) is the most effective
in terms of air distribution in the data center machine
room.

2) The highest value of the K. index is typical
for methods A) and C), which do not assume the
arrangement of blind panels in the racks. This
means that the efficiency of air distribution for these
methods is the lowest among those considered.
Besides, the efficiency of air distribution for these
methods decreases with an increase in the capacity
of IT equipment in the racks.

Conclusions

The comparative analysis of different methods of
hot aisle isolation at different capacity values of IT
equipment in the data center machine room allows
us to draw the following conclusions:

1) The arrangement of top containment for the hot
aisle without blind panels in the free rack space as
well as the absence of any hot aisle isolation result
in the occurrence of hot spots — places where air
temperature at the inlet to IT equipment exceeds the
maximum recommended value T__ = 27°'C. The
arrangement of blind panels in the free rack space
without top containment for the hot aisle makes it
possible to ensure optimal air temperature values at the
inlet to IT equipment in the racks. The most effective
method to isolate the hot aisle in terms of air distribution
in the data center machine room is the one that takes
into account the joint arrangement of blind panels in the
free rack space and top containment for the hot aisle.

2) For the methods of hot aisle isolation, taking
into account the arrangement of blind panels in
the free rack space, an increase in the capacity
of IT equipment in the racks does not result in the
occurrence of hot spots. For the methods of hot
aisle isolation without blind panels in the free rack
space, an increase in the capacity of IT equipment
leads to an increase in the number of hot spots, a
deterioration in the circulation of air flows, and a
decrease in the efficiency of IT equipment cooling in
the data center machine room.
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AHAJTIN3 QPDPEKTUBHOCTU CUCTEMbI OXJTAXKOEHUA

KOpwuir Anekcangposuy MutpreB
CaHkT-lNeTepbyprcknii rocyfapCTBEHHbIM apXUTEKTYPHO-CTPOUTENBbHbIN YHUBEPCUTET
2-s1 KpacHoapmeliickas yn., 4. 4, 190005, CaHkT-MNeTepbypr, Poccus

E-mail: 6377227@mail.ru

AHHOTauuA

BeBepeHune: OCHOBHOW 3aga4veint CUCTEM OXNaXAeHNUsA B MOMELLEHMM MALUMHHOIO 3ana ueHTpa o6paboTkM gaHHbIX
SBNAETCS NoAAepXaHMe onTMMarnbHbIX MapamMeTpoB BO3Ayxa Ha BxoAe B IT-ob6opygoBaHMe B COOTBETCTBUM C
OeNCTBYOLWUMN HOpMATUBHLIMU AOKYMeHTamu. Ecnn 3HavyeHre TemnepaTtypbl Bo3ayxa Ha Bxoge B IT-obopyaoBaHue
NnpeBbILAET ONTMMarnbHOE 3Ha4YeHne, TO BO3HUKAOT Tak HasblBaeMble «ropsiine Toukn» — paboTta IT-obopynosaHus B
Takmx MecTax MOXeT MPMBECTU K ero neperpeBy 1 Bbixogy M3 cTposi. OCHOBHOW NPUYNHOW BO3HUKHOBEHUS «TOPSYUX
TOYEK» ABMAETCH HapyLUeHUe UMPKYNAauumn Bo3gyxa Mexay «ropsidvMy» 1 «XornoAdHbiM» kopuaopamu. Llenbio gaHHoro
uccrneaoBaHUA SBMSieTCA aHanu3 BNUSAHUS pasnnyHbiX CNOCOB0B N30MSLMK «ropsidero» kopuaopa Ha 3hPeKTUBHOCTb
cucTembl oxnaxaeHus IT-o6opynoBaHus. Vicnonb3oBaH cregyowmin metoa: MogenvpoBaHue B NporpaMMHOM
komnnekce STAR-CCM+ pasnuyHbix cnocob0B M30MALMK «KTOPAYEro» Kopuaopa npu pasnmyHbiX 3HaYEHUAX MOLLHOCTH
IT-o6opynoBaHus. B pe3ynbraTte nccrnenoBaHus TENSOBOro U BO3A4yLWHOro pexumos B LJO[ BbisiBNeH Hanbonee
pauMoHanbHbI cnocob YyCTPOMCTBa N30MALUN «TOPSIYEro» KOPUAopa — rOPU3OHTarbHbIE OrpaXxaeHus Ha KopuaopoMm
C BEPTUKAsbHbIMU FYyXUMU NaHENSAMU B CBOGOLHOM NPOCTPAHCTBE CTOEK.

KnroueBble cnoBa: LueHTp 06paboTku AaHHbIX, TeMnepaTypa BO3A4yXa, XONOAHbIA KOPUAOP, ropsyunii Kopuaop,
BbluMCNUTENbHAsA rmapogmHamuka (CFD).
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